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#### Abstract

This paper systematically summarizes the inf-sup method for establishing inequalities. With different results and specific techniques, we not only use this method to establish the geometric-arithmetic mean inequality, but also establish the new $r$-th mean inverses.
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## 1. Introduction

The following two inequalities have a dual relationship in the inf-sup sense:

$$
\begin{equation*}
\inf _{x \in E} \sum_{i=1}^{n} f_{i}(x) \geq \sum_{i=1}^{n} \inf _{x \in E} f_{i}(x) \tag{1}
\end{equation*}
$$

[^0]and
\[

$$
\begin{equation*}
\sup _{x \in E} \sum_{i=1}^{n} f_{i}(x) \leq \sum_{i=1}^{n} \sup _{x \in E} f_{i}(x) \tag{2}
\end{equation*}
$$

\]

where $f_{i}: E \subset \mathbb{R} \rightarrow \mathbb{R}, i=1, \ldots, n$. In the establishment of inequalities, (1) must go hand in hand with (2). If $E$ is a subset of real numbers, there exists a certain dual relationship that $\inf (E)=-\sup (-E)$, where $-E=\{-x \mid x \in E\}$. According to the specific situation, we choose to use of (1) and/or (2). The following pair of (3) and (4) have also a dual relationship:

$$
\begin{equation*}
\sum_{i=1}^{n} \inf _{x \in E} f_{i}(x) \leq \inf _{x \in E} f(x) \leq f(x), \forall x \in E \tag{3}
\end{equation*}
$$

and
(4) $\sum_{i=1}^{n} \sup _{x \in E} f_{i}(x) \geq \sup _{x \in E} f(x) \geq f(x), \quad \forall x \in E$,
where $f: E \subset \mathbb{R} \rightarrow \mathbb{R}$ and denote $f(x)=\sum_{i=1}^{n} f_{i}(x)$ by $f=\sum_{i=1}^{n} f_{i}$.

The earliest research on the inf-sup method can be traced back to 1993. In this year, Sándor and Szabó [1] proved many famous inequalities by (1). In 1997, Pečarić and Varoǒanec [2] proved the AG inequality in this way. Then, by using (1) and (2), Wang [3, 4, 5, 6, 7, 8] proved the Fan-type inequalities and so on, and Wang and Luo [9] proved the Hua-type inequalities. Many researchers believe that (1) is an obvious fact. They also believe that if it is used, it will be an effective method and will be more attractive. The pair of (3) and (4) is more obvious. To take full advantage of each pair of these inequalities, we should certainly encourage ourselves to innovate when using them. The examination has concerned not only the forms of the
inequalities but also the methods to prove them. After further study, we can come to the conclusion that each pair of combination provided is valid, so there are various inequalities for readers to choose.

One of the key problems of this method is how to construct an appropriate function $f$ to connect the above inequalities with the expected result. In order to find such a function, some of us may lose confidence or even give up. This is the shortcoming of this method. However, the idea of this method is very clear. As the saying goes - good writing is clear thinking. Furthermore, many people prefer to try different methods.

It should be noted that sometimes "inf" and "sup" in (1) and (2) may be replaced by "min" and "max" respectively. Once we begin to prove an inequality, if we can get more properties for "inf" and "sup", then we can create more opportunities to complete our proof. Therefore, other relevant properties should also be considered as follows (pp.183-254 in [8] or pp.487-488 and pp.581-582 in [10]):

Theorem 1.1. (i) If $f, g$ are both defined on the set $E$, then

$$
\begin{align*}
\inf \{f(x)\}+\inf \{g(x)\} & \leq \inf \{f(x)+g(x)\} \leq \inf \{f(x)\}+\sup \{g(x)\}  \tag{5}\\
& \leq \sup \{f(x)+g(x)\} \leq \sup \{f(x)\}+\sup \{g(x)\}
\end{align*}
$$

(ii) If $f, g$ are both defined on the set $E$, and nonnegative, then
$\inf \{f(x)\} \cdot \inf \{g(x)\} \leq \inf \{f(x) \cdot g(x)\} \leq \inf \{f(x)\} \cdot \sup \{g(x)\}$
$\leq \sup \{f(x) \cdot g(x)\} \leq \sup \{f(x)\} \cdot \sup \{g(x)\}$.
(iii) Order preserving: If $f(x) \leq g(x), \forall x \in E$, then

$$
\inf \{f(x)\} \leq \inf \{g(x)\}, \sup \{f(x)\} \leq \sup \{g(x)\} .
$$

Theorem 1.2. If $E_{1} \subset E$, and $f$ is defined on $E$, then

$$
\inf \left\{f(x) \mid x \in E_{1}\right\} \geq \inf \{f(x) \mid x \in E\}
$$

and

$$
\sup \left\{f(x) \mid x \in E_{1}\right\} \leq \sup \{f(x) \mid x \in E\}
$$

If $f$ is continuous on $[a, b]$, then
(i) $m(x)=\inf \{f(t) \mid a \leq t \leq x\}$ is decreasing on $[a, b]$;
(ii) $M(x)=\sup \{f(t) \mid a \leq t \leq x\}$ is increasing on $[a, b]$.

Remark 1. Let $a=\left\{a_{1}, \ldots, a_{n}\right\}, b=\left\{b_{1}, \ldots, b_{n}\right\}$ be two real sequences. We may state some results that are similar to the above. For example,
(i) If $a, b \in \mathbb{R}^{n}$, then $\sup a+\inf b \leq \sup (a+b) \leq \sup a+\sup b$.
(ii) If $a, b, \in \mathbb{R}_{+}^{n}$, then $\sup a \inf b \leq \sup a b \leq \sup a \sup b$.

Theorem 1.3 (Ji-Chang Kuang). If $f$ is defined on $(a,+\infty)$ and bounded on any finite subinterval; $g$ is a strictly increasing function tending towards $+\infty$, then for any positive constant $c$,

$$
\begin{aligned}
\lim _{x \rightarrow+\infty} \inf \frac{f(x+c)-f(x)}{g(x+c)-g(x)} & \leq \lim _{x \rightarrow+\infty} \inf \frac{f(x)}{g(x)} \leq \lim _{x \rightarrow+\infty} \sup \frac{f(x)}{g(x)} \\
& \leq \lim _{x \rightarrow+\infty} \sup \frac{f(x+c)-f(x)}{g(x+c)-g(x)}
\end{aligned}
$$

In this paper, we introduce the latest research progress of using some properties of infimum and supremum. For simplicity, we call this method as "Inf-Sup method". Our research is limited to the establishment of discrete inequalities. Of course, by combining some results of this chapter with other methods, some continuous versions can be also established. (1) and (2) can be used to prove some propositions about super-additivity and sub-additive properties, which are essential in quasi linearization techniques. Therefore, in a sense, the Inf-Sup method is more worthy
of our study and inheritance. In a word, we will make full use of the duality principle for Inf-Sup method.

## 2. On the Inf-Sup Method for Proving <br> Inequalities

In order to compare the effectiveness and characteristics of different approaches, we will give various proofs using the above inequalities.

Theorem 2.1. If $b=\left(b_{1}, \ldots, b_{n}\right)>0$, then $G_{n}(b) \leq A_{n}(b)$.
The inequality in theorem 2.1 is called AG inequality. In the following, using notation $\sum:=\sum_{i=1}^{n}$ and $\prod:=\prod_{i=1}^{n}$, we will use inf-sup method to prove Theorem 2.1.

Proof. The first proof. Choose the functions

$$
g_{i}: E=(0,+\infty) \rightarrow \mathbb{R}, g_{i}(x):=b_{i} x^{-\alpha}+\ln x, i=1, \ldots, n,
$$

where $\alpha$ is a positive number. From the first derivative $g_{i}^{\prime}(x)=x^{-\alpha-1}\left(x^{\alpha}-\alpha b_{i}\right)$ it is easy to see $g_{i}$ that has minimum value at $x_{i, 0}=\left(\alpha b_{i}\right)^{1 / \alpha}$ and its value is $g_{i}\left(x_{i, 0}\right)=$ $\alpha^{-1}\left[1+\ln \left(\alpha b_{i}\right)\right]$. Thus we obtain

$$
\sum_{i=1}^{n} \inf _{x \in E} g_{i}(x)=\alpha^{-1}\left[n+\ln \prod_{i=1}^{n}\left(\alpha b_{i}\right)\right]
$$

Similarly, $g(x):=\sum g_{i}(x)=\left(\sum b_{i}\right) x^{-\alpha}+n \ln x$ has minimum value at $x_{0}=\left(\alpha n^{-1} \sum_{i=1}^{n} b_{i}\right)^{1 / \alpha}$ and its value is $\inf _{x \in E} \sum_{i=1}^{n} g_{i}(x)=\alpha^{-1}\left[n+n \ln \left(\alpha n^{-1} \sum_{i=1}^{n} b_{i}\right)\right]$.

Inequality (1) gives

$$
\alpha^{-1}\left[n+\ln \prod_{i=1}^{n}\left(\alpha b_{i}\right)\right] \leq \alpha^{-1}\left[n+n \ln \left(\alpha n^{-1} \sum_{i=1}^{n} b_{i}\right)\right] .
$$

This yields the desired inequality.

Proof. The second proof. We still choose the same as in the first proof:

$$
g_{i}(x):=b_{i} x^{-\alpha}+\ln x, i=1, \ldots, n .
$$

But we use the inequality in (2). For $g(x)$, we have

$$
\begin{equation*}
\sum_{i=1}^{n} \inf _{x \in E} g_{i}(x) \leq g(x) \tag{6}
\end{equation*}
$$

where $x \in(0,+\infty)$. For $g(x)$ in (6), we may take any $x \in(0,+\infty)$. Let us try to choose $x_{1}=\left[\alpha A_{n}(b)\right]^{1 / \alpha}$. Thus, substituting the value $x_{1}$ into (6) we obtain

$$
\begin{aligned}
\inf _{x \in E} \sum_{i=1}^{n} g_{i}(x) & =n \alpha^{-1}\left[1+n^{-1} \ln \prod_{i=1}^{n}\left(\alpha b_{i}\right)\right] \\
& \leq g\left(x_{1}\right)=n \alpha^{-1}\left\{1+\ln \left[n^{-1} \sum_{i=1}^{n}\left(\alpha b_{i}\right)\right]\right\}
\end{aligned}
$$

AG inequality can be obtained by simplification.
Proof. The third proof. Here is similar to the second proof, but $x_{1}$ is replaced by $x_{2}=\left[\prod_{i=1}^{n}\left(\alpha b_{i}\right)\right]^{1 / \alpha n}$. By substituting the value into (6), we obtain

$$
\begin{aligned}
& 1+\ln \left[\prod_{i=1}^{n}\left(\alpha b_{i}\right)\right]^{1 / n} \\
\leq & {\left[n^{-1} \sum_{i=1}^{n}\left(\alpha b_{i}\right)\right]\left\{\left[\prod_{i=1}^{n}\left(\alpha b_{i}\right)\right]^{-1 / n}+\ln \left[\prod_{i=1}^{n}\left(\alpha b_{i}\right)\right]\right\}^{1 / n}, }
\end{aligned}
$$

which can be simplified into $1 \leq\left(n^{-1} \sum_{i=1}^{n} b_{i}\right) / \sqrt[n]{\prod_{i=1}^{n} b_{i}}$, which is the AG inequality.

Proof. The fourth proof. Now let us choose other functions as

$$
h_{i}: E=(0,+\infty) \rightarrow \mathbb{R}, h_{i}(x):=-b_{i} x^{\alpha}+\ln x, i=1, \ldots, n, \alpha>0 .
$$

By $h_{i}^{\prime}(x)=-\alpha b_{i} x^{-1}\left[x^{\alpha}-\left(\alpha b_{i}\right)^{-1}\right]$, we can affirm that $h_{i}$ has maximum value at $x_{i, 0}=\left(\alpha b_{i}\right)^{-1 / \alpha}$ and its value is $h_{i}\left(x_{i, 0}\right)=\alpha^{-1}\left[-1-\ln \left(\alpha b_{i}\right)\right]$. Clearly, $h(x)=-\left(\sum_{i=1}^{n} b_{i}\right) x^{\alpha}+$ $n \ln x$ has maximum value at $x_{0}=\left[n\left(\sum_{i=1}^{n}\left(\alpha b_{i}\right)^{-1}\right]^{1 / \alpha}\right.$ and its value is

$$
\begin{equation*}
\sup _{x \in E} \sum_{i=1}^{n} h_{i}(x)=\sup _{x \in E} h(x)=n \alpha^{-1}\left[-1-\ln \left(n^{-1} \sum_{i=1}^{n} \alpha b_{i}\right)\right] . \tag{7}
\end{equation*}
$$

Let us try inequality (2). Using inequality (7), we get

$$
\begin{aligned}
\sup _{x \in E} h(x) & =n \alpha^{-1}\left[-1-\ln \left(n^{-1} \sum_{i=1}^{n} \alpha b_{i}\right)\right] \\
& \leq \sum_{i=1}^{n} \sup _{x \in E} h_{i}(x)=\alpha^{-1}\left[-n-\ln \left(\prod_{i=1}^{n}\left(\alpha b_{i}\right)\right)\right] .
\end{aligned}
$$

Simplifying, we can obtain that

$$
\ln \left[n\left(\sum_{i=1}^{n} \alpha b_{i}\right)^{-1}\right] \leq \ln \prod_{i=1}^{n}\left(\alpha b_{i}\right)^{-1 / n}
$$

which implying that $G_{n}(b) \leq A_{n}(b)$.
Proof. The fifth proof. We still choose $h_{i}(x):=-b_{i} x^{\alpha}+$ $\ln x, i=1, \ldots, n$ as in the fourth proof. Combining (4) with (8), we get

$$
\begin{align*}
h(x) & \leq n \alpha^{-1}\left\{-1+\ln \left[n\left(\sum_{i=1}^{n} \alpha b_{i}\right)^{-1}\right]\right\}\left\{-1+\ln \left[n\left(\sum_{i=1}^{n} \alpha b_{i}\right)^{-1}\right]\right\}  \tag{9}\\
& =\sup _{x \in E} h(x) \leq \sum_{i=1}^{n} \sup _{x \in E} h_{i}(x)=\alpha^{-1}\left[-n-\ln \prod_{i=1}^{n}\left(\alpha b_{i}\right)\right] .
\end{align*}
$$

Thus $h(x)=-\left(\sum b_{i}\right) x^{\alpha}+n \ln x \leq \alpha^{-1}\left[-n-\ln \prod\left(\alpha b_{i}\right)\right]$. Take $x_{3}=\left(\sum \alpha b_{i} / n\right)^{-1 / \alpha}$ and substitute it into the last
inequality. Simplifying gives $\ln A(\alpha b) \geq \ln G(\alpha b)$, that is, $G_{n}(b) \leq A_{n}(b)$.
Proof. The sixth proof. Set $x_{4}=\left(\prod \alpha b_{i}\right)^{-1 / n \alpha}$. The proof is essentially the same as the fifth proof.
Remark 2. As the saying goes, success and failure always go hand in hand. However, through our observation, if we can carefully arrange, (1) and (2) often work to pave the way for our coming success together. For inequality (6), other choices of $x$ will lead to other inequalities.

The following inequalities involve the harmonic, geometric, arithmetic and quadratic means, of which (3) includes a converse of the AG inequality. Note that $M_{n}^{[r]}(b):=$ $\left(n^{-1} \sum b_{i}^{r}\right)^{1 / r}$ is usually referred to as the $r$-th mean. (7) and (4) can be used to derive some converses of the AGH inequalities as follows:
Theorem 2.2. Let $b=\left(b_{1}, \ldots, b_{n}\right)>0$, and let $r \geq 1$. Then
(i) $\ln \left[A_{n}(b) / G_{n}(b)\right] \leq A_{n}(b) / G_{n}(b)-1$;
(ii) $\ln \left[A_{n}(b) / M_{n}^{[r]}(b)\right] \leq A_{n}(b) / M_{n}^{[r]}(b)-1$;
(iii) $G_{n}(b) \leq A_{n}(b) \leq G_{n}(b) \cdot \exp \left[A_{n}(b) / G_{n}(b)-1\right]$.

Proof. Consider the functions as shown in the fourth proof of Theorem 2.1:
$h_{i}: E=(0,+\infty) \rightarrow \mathbb{R}, h_{i}(x):=-b_{i} x^{\alpha}+\ln x, i=1, \ldots, n$.
Certainly, $h(x):=\sum h_{i}(x)=-\left(\sum b_{i}\right) x^{\alpha}+n \ln x$. Set $x_{4}=$ $\left(\prod \alpha b_{i}\right)^{-1 / n \alpha}$. By (7) and (4) for $h$ we obtain

$$
\begin{aligned}
& n \alpha^{-1}\left\{-1-\ln \left[\left(\sum \alpha b_{i}\right) / n\right]\right\}=\sup h(x) \\
\geq & h\left(x_{4}\right)=n \alpha^{-1}\left\{-\left(n^{-1} \sum \alpha b_{i}\right) /\left(\prod \alpha b_{i}\right)^{1 / n}-\ln \left(\prod \alpha b_{i}\right)^{1 / n}\right\} .
\end{aligned}
$$

We can rewrite this as $-A_{n}(\alpha b) / G_{n}(\alpha b)-\ln G_{n}(\alpha b) \leq-1-$ $\ln A_{n}(\alpha b)$, which is equivalent to the desired inequality (i).
(Various choices ultimately yield different inequalities or equality, e.g. we can obtain an equality if choose $x_{3}=$ $\left[A_{n}(\alpha b)\right]^{1 / \alpha}$.)

Choose $x_{5}=:\left[M_{n}^{[r]}(\alpha b)\right]^{-1 / \alpha}:=\left(n^{-1} \sum \alpha^{r} b_{i}^{r}\right)^{-1 / r \alpha}$. By using (4) for $h$, we get

$$
\begin{aligned}
& \quad n \alpha^{-1}\left\{-1-\ln \left[\left(\sum \alpha b_{i}\right) / n\right]\right\}=\sup h(x) \\
& \geq \\
& h\left(x_{5}\right)=n \alpha^{-1}\left\{-\left(n^{-1} \sum \alpha b_{i}\right) /\left(n^{-1} \sum \alpha^{r} b_{i}^{r}\right)^{1 / r}-\ln \left(\sum \alpha^{r} b_{i}^{r}\right)^{1 / r}\right\} . \\
& \quad \text { Simplifying yields }-A_{n}(\alpha b) / M_{n}^{[r]}(\alpha b)-\ln M_{n}^{[r]}(\alpha b) \leq \\
& -1-\ln A_{n}(\alpha b) \text {, this is just the desired inequality in (ii). } \\
& \text { Now we prove (iii): Combining (4) with (9), we obtain }
\end{aligned}
$$

$h(x) \leq n \alpha^{-1}\left\{-1+\ln \left[n /\left(\sum \alpha b_{i}\right)\right]\right\} \leq \alpha^{-1}\left[-n-\ln \prod\left(\alpha b_{i}\right)\right]$,
where $h(x)=\left(-\sum b_{i}\right) x^{\alpha}+n \ln x$. As the above, choosing $x_{4}=\left(\prod \alpha b_{i}\right)^{-1 / n \alpha}$, we have

$$
\begin{aligned}
n \alpha^{-1}\{ & \left.-n^{-1} \sum\left(\alpha b_{i}\right) /\left(\prod \alpha b_{i}\right)^{1 / n}-\ln \left(\prod \alpha b_{i}\right)^{1 / n}\right\} \\
& \leq n \alpha^{-1}\left\{-1+\ln \left[n /\left(\sum \alpha b_{i}\right)\right]\right\} \\
& \leq n \alpha^{-1}\left\{-1-n^{-1} \ln \prod \alpha b_{i}\right\} .
\end{aligned}
$$

or
$1+\ln G_{n}(\alpha b) \leq 1+\ln A_{n}(\alpha b) \leq A_{n}(\alpha b) / G_{n}(\alpha b)+\ln G_{n}(\alpha b)$.
The desired form in (iii) can be obtained .
Remark 3. We can also prove Theorem 2.2 with familiar inequalities, such as $\ln x \leq x-1$. Although there are some converses of the AG inequality, the second inequality in (iii) may be one of some concise results. When we use (ii) and (iii), there are several expressions to choose from, since the combination number is $2\binom{3}{3}+2\binom{2}{3}=8$.

Corollary 2.3. If $b=\left(b_{1}, \ldots, b_{n}\right)>0$, then

$$
G_{n}(b) \leq A_{n}(b) \leq G_{n}(b) \cdot \exp \left[A_{n}(b) / H_{n}(b)-1\right] .
$$

Proof. This is a direct consequence of the conclusion (iii) in Theorem 2.2. Alternately, choosing $x=\left[n / \sum\left(\alpha b_{i}\right)^{-1}\right]^{-1 / \alpha}$, we can also obtain the corollary in a similar way.
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