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Abstract. Here we describe three neurons recurrent network model generate a limit cycle. This
model describe recurrent neural networks of bidirectional associative memory (BAM) model
for local asymptotical stability problem and some conditions which appear linear inequality
relations.
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1 Introduction

The recurrent network have been developed for solving a broad diversity of algebra
and optimization problem [2],[6]-[8]. These type investigations have prostrated a
strong basis for pole assignment using recurrent neural network. A pair of recurrent
neural network is defined in [9] for on line pole assignment. This method is useful for
solving two pair of matrix equation. This type recurrent neural networks useful to
prove asymptotically stability. In stability analysis of neural network the general
method is to translate its equilibrium to zero solution, then analyze the stability of the
result convert system near the origin. B. Kosko [3] describe Bidirectional associative
memory (BAM) and generalize a model for separate layer change two layer and kosko
also verified the BAM is a structurally stable and globally stable in dynamical
system[4],[5]. A new method for learning algorithm is call bidirectional excessive
learning machine (B-ELM). This machine a few secreted nodes are not arbitrarily
preferred, and algorithms decrease network output error to zero at an exceptionally
before time learning stage [11]. Recently Sangwoo Moon, Hairong Qi [12] define a
new method for search projection throughout optimization, is important structural
threat and statistics independence known as hybrid dimensionality reduction method.
In this we define a new model for recurrent neural networks through the
translacendental function. Here we well known that networks demand and set of
library pattern for the system of asymptotical stable. We also trained the model by

gradient descent algorithm.
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In above diagram u (t) indicate the input and y (t) indicates the output of the given
network. In this network is explaining differential equation of the system.

X=X +tanh % (1) 1)
X;=—X; +tanh (X (t)) o)
¥o=—X; + Wytan h (X, () + Wetan h{X, ) ) 3)

T () =tan h(¥; (1))

The network parameter weights w; ,w; and X (t) €R" n=1,2,3 is the state . Here X,
X, and X; neurons describe (Xi1, X1, - Xi1i)s(Xat, Xagseeeer Xoj )y (X1, X325--- X3i)
layers of neurons respectively.

The system of differential equation generate a limit cycle when X=0 collective
with bounded the set of solution. When we determine the location of pole by the
linearized system, we find influence amplitude and frequency of the equivalent Limit
cycle.

We also linearization equation (1) to(3) at X =0

= -z, +2;
Z;=—E +2;
23 = 2 + Wiz, + Wiz, ©)]
Let
-1 1 0
A = { 0 -1 I]
W, W, -1

Here A -AI= 0 define the roots of the characteristic equation

(-1- M[(1+ X)* =W, ]-1[0-W;] =0
Let f(A):= -[A*+3 A%+ 3 A+1]+ Wy(l+ L) + W, )
When we differentiating (5)
') := 302+ 6A+3-W, =0 6)
The roots of characteristic equation (6) is

Wy

Vw2 7 =
lp=—-1-"% (@)

=
¥3 ’

-.1=_1+

Ruiz, Owens and Townley [1] define a couple of complex conjugate root for f (1) in
necessary and sufficient condition f () f (A,) > 0. Then we find

(7o) =1-"2 =0 (8)
This equation (8) produces limit cycle on the origin. In the sight of equation (1) and
(2) entail that X; =X,

LetX|:X2:XandW1:W2:W
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2. ABAM’S EQUILIBRIUM FOR LOCAL ASYMPTOTICAL STABILITY
RECURRENT NEURAL NETWORK

Here continuous BAM recurrent neural network structure is pair of nonlinear equation
in dynamical system and this model is given by modifying (2) and (3). Now the new
set of equation is given below

X)) = —xo + tanth it +1 ©)
Xz (£ -X5(t) + 2W tanhX(t) +J 10)

Where X(6)=(x,(t),—--xn(0))" €RY, X3()=(x31(t),-x3,(t))" € R" Differential I= (I,
------ IN)T and J= (J;-----—---Jp)" stand for constant Here layers of BAM W are NxP and
PxN outer input of the real matrix with opening representing the involving weights of
the formal neurons between the two layers.

Theorem 1:- The (X°X;°) is the equilibrium and stable asymptotically state of the
equation (9) to(10) if they satisfy the following conditions.

X® —tanhX{ =1 1
X3 — 2WtanhX® =] 12)
P
ataﬂhX3§
Z —_— <1 i=1.... N
E—i 6}(3;
= " )
=i (13)
N
Z, X, i=1..
= S
S (14)
Proof :- If (11) and (12) are satisfied then
d}{ﬂ
=—X"+tanh¥X{ +1=10
dt (15)
FC
2 = —Xg+2WtanhX°+] =0
dt (16)

Which means that (X°,X;%) is an equilibrium state couple. We expand the right Side of
(9)-(10) in Taylor series concerning (X°,X3°) with examine the local point of resulting
in asymptotical stability.

dXit} N
- - —X° + tanhX{ + 1 — (X — X°J¥, [tanhX; — tanhX{]
+00IK — X7 + litanhX; — tanhX£[%)
% = —X§ + 2WtanhX® + | — (X; — X§) + 2W'¥, [tanhX — tanhX*]
+0(IX = X°I2 + litanhX — tanhX®[I%)
Where )
v, = dig {62{;:} X, =X .. %i Xy = xg@
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X, = X¢ %
31 = A e e
.

_ [orXay)
¥, = dig %,

Xap =X§p§

0(lIX —X®I* + lltanhX — tanhX"1I?) are the expressions higher and second order
which are disappear small as (X,X3)—(X%,X5%) Merging with situation (15)-(16) we
can write

dx
o B | e R
dX;| 2w,  —1]1X; XF]T 1K, X§
de 17

Where J is square of value (N+P) for f(x)and f(y) Jacobian calculate at (X°,X;°);

~ [—1 tyi}
I = lawe, -1

In equation (17) we also know that (X,X5°) is nearly asymptotical stable if the eigen
value of J are all in the left plane according to well know Gersgorin Theorem for
eigen values localization any egien value of A of J is contained in the union of the
N+P disk of complex A plane

N+P

(18)

—-Jul= Zi;iii i = lawon . NEP
=t (19)
from equation (19) it clearly describe for condition J in stable matrix J;; < 0 and
N+P
1l < Z UM
J=t

here first situation is satisfy as being positive. The second condition of
the definite entries of J can be written as

P

Z ﬂt:anhxgj <1 i=1.u N
Xy

=t H3=Kj

N .

kiR =P

— - =l
=t % Xj=%f

Which are in equalities (13) and (14)
Ostrowski shows the localization theorem for another eigen values then we get

Theorem 2-:- The (X°,X5°) is the equilibrium and asymptotically stable of the (9) and
(10). We satisfy (11)-(12) and the following conditions for any o
Atanh Xy JtanhX;

B
Z X a%;
= 3 _
X5=Kj P= Lo, N (20)

= 1-g
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iiatanh)(” |BtanhXy |
I=1; 9% ! ! 21 ixgi=

Xj =XF 3i

] =l P (21

We can proof of theorem? is similar proof of theoreml.

When we are transforming of matrix J to a new matrix with equal eigenvalue. The
possibility of the eigenvalue is more exact to possible to localization. When we
generalization the examination [10], we can find following result.

Theorem-3 The (X°,X;°) is equilibrium for asymptotically stable of (9)-(10) it W,
satisfy (11)-(12) and

i
1 1
5 P 2
6’tanhX < 6tanhX3,
11l ax =1
= e 2)
=l N
Ly 3
dtanh¥y; JtanhX;
I D e i
I ST =1 iy =Xf (23)
i=1lo, P
Proof - Let

R P
2w erll’ ¥,

Here we explain that J = AWY let X is a random eigen value of J equivalent to an eigen
vector Z,

JZ=AYZ=)\Z

L :
It is not difficulty to demonstrate that X is also an value of ¥,z A ¥,z and

L 1
t _{ -1 v, 29,2
¥

1
FIAY, i

Z2wWw,z -1

-

The following inequality satisfy Gersgorin theorem A of the given condition

bl
1

o |atannxy
dul|l——
=1 9%

. dtanh X,
O+ 1< li 3&\‘ ]
K=XF

H3j=H;

EIC

i
O+ D= ﬁ a, ix ﬂ{]zii 2w

=t \j:)(j;
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A condition for (X°,X;°) shows equilibrium for asymptotically stable i eigen value of
A when situate J of the left side plane where following condition are satisfied

| b

i
BtanhX; T |gtanhXs
i o Z?I% o - <1
% 5=X{] =2 s Haj=H;
=l N
1 3
Stanh Xy N ftanhX;
i ax ’ Zézw"]’; B !
TE Ey=RG) = %i H=KF
=l P

Hence proved

3. Training part of the structure

The structure of recurrent neural network describe learning capability of the equation
(1) to (3), here beginning time at t = to. Where we fed as input sinh (t), tanh(t) is a
periodic signal for the network. Where beginning time t, = 0.0 second up to a time t=
1.8 second, in this network (1) - (3) change its parameters W; , W,. When the
network is trained the output tanh(t) is fed back so as to replace the initial period
signal sinh (t), tanh(t).

In this recurrent neural network explain by the system

X, = —X; +tanh (X, (0)
o = —X; +utt)

q

Py

(]

g = —Xg+Wytanh (X (£)) + Wotanh (X, (8)) (24)
with X (t) € R®, X(0) # 0 and u(t) given by
u(t) = sinh(t) or sinh(X3(t)) 0<t<ty
U*(t) =
y(t) = tanh(X;(t) <t 25)

When t, = 1.8 second, the weight W, W, are update for minimizing energy function

E® =%ly®-u@®] (26)
A. Ruiz and several authors [1] use gradient descent algorithm explain the equation
(GE /6W1) = (y — u) [(1-tanh®(X5(t)) —cosh(X5(t))or cosh(t)] Aq4 tanh*(X,(t))

(GE /0W>) = (y — u) [(1-tanh’(X5(t)) —cosh(Xs(t))or cosh(t)] Ag tanh®(Xa(t))
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The differential operator Ay was incorrect and the correct one is given by A4 =
(1+d/dt)" with the auxiliary variables Vy, V, defined as V;:= (E /6W,), V,:== (OE
/0W,), then we have

v 4= -V, + tanh(X,(t))
¥, = -V, + tanh(Xs(t)) 7

and updates the rules for W; W, by A. Ruiz, and several autors[1].
W, = - (OE /oW)) = - ¥ (y — u)[(1-tanh’(X5(t)) — cosh(Xs(t)) or cosh(t)] Vi & >0

*%;‘r"z =-& (BE /6W,) = - £( y—u) [(1-tanh’(X5(t)) —cosh(Xs(t))or cosh(t) ] V, (28)

With W(0) = (W, W5 )* (0) =W,, V(0)=(V,. V,)(0)=:V, arbitrary.

4. CONCLUSION

Here we found three node layered model generate a limit cycle for some condition.
We have marked out some attribute for asymptotically stable in equilibrium In this
type vector couple for L library memories conditions to seem L (N + P) linear
equations. This L (N + P) equation describe in (N+P) + (2NP) piece wise-linear
inequalities in unknowns entries of W. This data and results is useful in the hardware
implementations of recurrent neural network of the BAM. Network is shown to be
trained within 1.8 second of the given signal.
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Appendix

Table -1

March of £ = .25 X, (t) X, (t), X5(t), V, Vo, for Wy , W, in the beginning time t =
0.0 second to 1.8 second with the beginning weight W, = 0.5 and condition W; =W, ,

and tanh(X;(t)) = sinh(t)

t [ Xi(®)

X2 (1)

X3(0)

Vl Vz

W, W,

0.21-1.2195

0.4 [-1.2426

0.6 [-1.2499

0.8 [-1.2437

1.0 [-1.2280

1.2|-1.2068

1.41-1.1832

1.6 [-1.1595

1.8 -1.1369

-0.8187

-0.6703

-0.5488

-0.4493

-0.3678

-0.3012

-0.2465

-0.2019

-0.1653

-0.63186

-0.5288

-0.4990

-0.3645

-0.3045

-0.2578

-0.2210

-0.1929

-0.1712

-1.1347( -1.2195

-1.1302 | -1.2426

-1.1286 | -1.2499

-1.1299 | -1.2437

-1.1329 |-1.2280

-1.1372 |-1.2068

-1.1420 |-1.1832

-1.1469 |-1.1595

-1.1517 | -1.1363

0.0718 | 0.0771

0.0798 | 0.877

0.1233( 0.1366

0.1604 | 0.1766

0.2624 10.2845

0.437710.4645

0.7257 | 0.75198

1.1873 | 1.2004

1.9137| 1.889

2.5

1.5

/

/

0.5

s S @@ T

Series2

W’i and ‘\5‘»72 data shown by the above diagram of the line 1 and line 2.
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Table-2

March of £ = .25 X, (t) X, (t), X5(t), Vi, Vo, for Wy | Wy in the beginning time t =
0.0 second to 1.8 second with the beginning weight W, = 0.5 and condition W, =W, ,
and tanh(X;(t)) = sinh(X;(t))

X X0 X300 | Vi Vs A A

0.0 | 0.1 |0.0448 1.0 [-0.8904 | -7.75/10° | 6.900/10°
02 | 03 02213 -0.763 | 7-0.6238| 7.42/10°| 6.06/10°
0.4 |05 |0.3864|-0475 |-0.3243 | 6.68/10* | 4.76/10*
0.6 0.7 |0.5322|-0.1745-0.0304 |1.177/10° |2.05/ 10*
0.8 |09 |0.6540|0.1049]|0.2292 | -1.81/10° |-4.02/10°
1.0 | 1.1 [0.7506 |0.3415 | 0.4411 | -0.0111 | -0.0144
12 |13 [0.8238|0.5285( 0.6042 | -0.0262 | -0.0300
14 |15 [08775| 0.6691 0.7243 | -0.0439 | -0.0475
1.6 |17 |0801 |0.7710| 0.8103 |-0.0338 | -0.03553

1.8 | 1.9 [0.9425]0.8432) 0.8705 [-0.07570 [-0.07815

0
e 7,75 x10-87.42
-0.02 x10-56.68 x10-4
1.177x10-3-
0.04 - 181x10-3
-0.06 —— 6.9006 x10-8 6.06
x10-54.76 x 10-4
008 2.05x10-4 -4.02
x10-3
01

1‘}&:1 and W » data shown by the above diagram of the blue line 1 and red line 2.
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COMPUTER SIMULATION
import java.io.*;
class Test

{

public static void main(String s[ ] ) throws IOException

{

float wl,w2,v1,v2 x1,x3,yt,t,x2,w;
float neeta;

int ut;

w =0.5f;

neeta = 0.25f;

BufferedReader obj = new BufferedReader(new InputStreamReader(System.in));
SymenLoutpﬂnﬂncw**********************wh

System.out.println("| 1. sinh(t) ");
System.out.println("| 2. cosh(t) ");
System.out.println("| 3. tan(t) ");

System.out.println("[F### skt kirkkin| ).
System.out.println("Enter The Value For ut from 1 to 3 :-");
ut =Integer.parselnt(obj.readLine());
System.out.println("ut is :- "+ut);

int flag=0;
switch(ut)

{
case 1:
flag=1;
break;
case 2:
flag=2;
break;
case 3:
flag=3;
break;
}

t=0.0f;
float d1,d2,d3,d4,d5,d6,d7,d8,d9;
if(flag==1)

{
while(t<=2.2)
{
System.out.println();
x2=(float) (Math.sinh(t) - Math.cosh(t));
System.out.print("X2="+x2);
x1 = (float)(Math.tanh(x2) - (1-(Math.tanh(x2) * Math.tanh(x2))));
v2=x1;
System.out.print(" X1="+x1);
”************
d1=(float)Math.tanh(x1);
d2=(float)(1- (d1*d1));
vl =dl1-d2;
System.out.print(" V1="+v1);
[/ ek s e

System.out.print("  V2="+v2);
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[ R sk skt sk skok sk ok sk skokokoskok sk kokok ok

d5 =(float) (Math.tanh(x1)+Math.tanh(x2));
d6 =(float) (( Math.tanh(x2)*Math.tanh(x2) ) - (
Math.tanh(x1)*Math.tanh(x1)));
x3 =(float)((d5-d6)*w);
System.out.print(" X3="+x3);
ﬁ sesfeskokoskskeok * sfesfeskoskoskoseokosk sk
d7 = (float)(Math.tanh(x3) - Math.sinh(t));
d8 = (float)(1 - (Math.tanh(x3)*Math.tanh(x3) )));
d9 = (float) (d8- Math.cosh(t));
w1 = (float)((-neeta) *d7*d9*v1);
System.out.print(" W1="+wl);
U sesfeoskokoskskeok ¥ sfeskeskoskoskoskok ok

ﬁ********************************
w2 = (float)((-neeta) *d7*d9*v2);
System.out.print(" W2="+w2);

U sesfeskokoskskeok * sfeskeskoskskeskeok sk
t=t+0.2f;
}
¥
else if(flag==2)
{

while(t<=2.2)
{
System.out.println();
x2 = (float)(Math.cosh(t) - Math.sinh(t));
System.out.print("X2="+x2);
x1 =(float) (Math.tanh(x2) - (1-(Math.tanh(x2) * Math.tanh(x2))));
v2=xl1;
System.out.print(" X1="+x1);
”************
d1=(float)Math.tanh(x1);
d2=(float)(1- (d1*d1));
vl =d1-d2;
System.out.print(" V1="+v1);
/e etttk okt e e ek

System.out.print(" V2="+v2);
/] FrEd Rk R R ok
d5 =(float) (Math.tanh(x1)+Math.tanh(x2));
d6 =(float) (( Math.tanh(x2)*Math.tanh(x2) ) - (
Math.tanh(x1)*Math.tanh(x1)));
x3 =(float)((d5-d6)*w);
System.out.print(" X3="+x3);
h sfesfeskokoskskeok ¥ sfesfeskoskoskoskokok sk

/A sk kiR ok ok kol kkdokod ok

d7 = (float)(Math.tanh(x3) - Math.cosh(t));
d8 = (float)(1 - ((Math.tanh(x3)*Math.tanh(x3) )));
d9 = (float) (d8- Math.sinh(t));
w1 = (float)((-neeta)*d7*d9*v1);
System.out.print(" W1="+wl);

N sfesfeskokskkok * sfeskeskeoskoskoskeokok

[/ ks skt skt e sdoksddoksddokokodokodokokokodokok
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w2 = (float)((-neeta)*d7*d9*v2);
System.out.print(" W2="+w2);
// * seskeokoskoskoskok * kk

t=t+0.2f;

}
¥
else if(flag==3)
{
while(t<=2.2)
{
System.out.println();
x2 =(float) (Math.tanh(t) - (1-(Math.tanh(t)*Math.tanh(t))));
System.out.print(" X2="+x2);
x1 = (float)(Math.tanh(x2) - (1-(Math.tanh(x2) * Math.tanh(x2))));
v2=x1;
System.out.print(" X1="+x1);
//************
d1=(float)Math.tanh(x1);
d2=(float)(1- (d1*d1));
vl =dl1-d2;
System.out.print(" V1="+v1);
[ e el e e

System.out.print(" V2="+v2);
// sfe sk sfe sfe sk sk sk sfe sk stk sk sk sk sk sk sk sk stk sk skoke skl kokoskok

d5 =(float) (Math.tanh(x1)+Math.tanh(x2));

d6 =(float) (( Math.tanh(x2)*Math.tanh(x2) ) - (

Math.tanh(x1)*Math.tanh(x1)));

x3 =(float)((d5-d6)*w);

System.out.print(" X3="+x3);
//********************************

[ sk ks ks kR ok sk k skt ko ok

d7 = (float)(Math.tanh(x3) - Math.tanh(t));
d8 = (float)(1 - ((Math.tanh(x3)*Math.tanh(x3) )));
d9 = (float) (d8- (1-(Math.tanh(t)*Math.tanh(t))));
w1 = (float)((-neeta) *d7*d9*v1);
System.out.print(" W1="+w1);

// seskeskoskskeosk seskeskoskeoskoskok * ok

[/ AR Ak A ko
w2 = (float)((-neeta)*d7*d9*v2);

System.out.print(" W2="+w2);
// e ke s sfe s sfe sfesfe sk sfe sk sfe sk sfe sk sfeske sfe sk sfe sk sfesle sfeskofesk ek ok

t=t+0.2f;
¥
¥
else
{
System.out.println("****");
}
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